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GLEASON GRADING OF WHOLE SLIDE IMAGES OF PROSTATE
CANCER CORE BIOPSIES
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INTRODUCTION AND OBJECTIVE: Deep learning algorithms
have shown promising early results in the automated diagnosis and
grading of prostate cancer. However, training such algorithms typically
requires a large amount of manually annotated training data. Herein, we
developed a weakly supervised, deep learning approach for the diag-
nosis and Gleason grading of whole-slide images of prostate core
biopsies.

METHODS: We digitized 3,680 prostate biopsy cores as whole-
slide images from 291 patients at 20x magnification. The main
challenge for a whole-slide classification approach, as opposed to a
tile-based approach, arises because of hardware memory limitations.
We thus trained and tested a two-stage classification pipeline. First,
an encoder network was trained using a multiple-instance learning
setting to extract features from every tile of a given core image. We
then trained a second-stage classifier for (1) cancer diagnosis (benign
vs. malignant) and (2) primary Gleason scoring (benign vs 3 vs 4-5).
Heatmaps were generated using Grad-CAM to produce a localization
map of the class-discriminative regions in the image.

RESULTS: The model demonstrated an accuracy of 94.4% for
the classification of prostate biopsy cores as benign vs. malignant
(95.7% sensitivity, 93.9% specificity, and 94.7% average precision).
The model achieved 93.0% accuracy for the classification of biopsy
cores as benign vs Gleason 3 vs Gleason 4-5 (87.3% sensitivity, 98.9%
specificity, and 93.3% average precision) (Figure 1). Heat maps
confirmed network sensitivity to malignant image regions as confirmed
by a trained pathologist (Figure 2).

CONCLUSIONS: In this study, a weakly supervised deep
learning algorithm demonstrated excellent performance for the diag-
nosis of prostate cancer and the classification of primary Gleason score
for whole slide images of prostate core biopsies.
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INTRODUCTION AND OBJECTIVE: It is currently clinically
challenging to stratify patients’ risk of biochemical recurrence (BCR) of
localized prostate cancer following radical prostatectomy (RP).
Decipher, a 22-gene genomic classifier, is currently a part of NCCN
guidelines to determine risk of metastasis and BCR following RP with
improved accuracy beyond existing clinicopathologic factor based
nomograms. Recently, computer extracted quantitative
histomorphometric (QH) analysis of hematoxylin and eosin (H&E)
images alone has shown increasing value in predicting risk of BCR
following RP. In this work, we sought to compare the prognostic
ability of QH against Decipher in BCR prognosis post-RP. As
compared to Decipher, QH is non tissue-destructive, less time
consuming, and cheaper.

METHODS: A single diagnostic slide was collected from
N[388 patients from three institutions and compose. Patients were
split into training (N[215) and validation (N[173) sets. One institution
was split across the training and testing set according to availability of
Decipher results. Each slide was annotated for a single large, repre-
sentative cancer region, from which 26 texture features were extracted.
41 training set patients were used to train a deep learning model for
lumen segmentation, which was applied to all the cancerous regions.
From the lumen segmentations, 216 features of lumen arrangement,
shape, and disorder were extracted. Training set patients were used to
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