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Background: The current study aimed to classify recent and lifetime suicide attempt history among youth pre-
senting to medical settings using machine learning (ML) as applied to a behavioral health screen self-report
survey.

Methods: In the current study, 13,325 (mean age = 17.06, SD = 2.61) pediatric primary care patients from
rural, semi-urban, and urban areas of Pennsylvania and 12,001 (mean age = 15.79, SD = 1.40) pediatric
patients from an urban children's hospital emergency department were included in the analyses. We used two
methods of ML (decision trees, random forests) to (a) generate algorithms to classify suicide attempt history, and
(b) validate generated algorithms within and across samples to assess model performance. We also employed
ridge regression to evaluate performance of the ML approaches.

Results: Our findings demonstrate that ML approaches did not enhance our ability to classify lifetime or recent
suicide attempt history among youth across medical care settings, suggesting that relationships may be mainly
linear and non-interactive. In line with prior research, a history of suicide planning, active suicidal ideation,
passive suicidal ideation, and nonsuicidal self-injury emerged as relatively important correlates of suicide at-
tempt.

Limitations: The cross-sectional nature of the current study prevents us from determining the extent to which the
important variables identified confer risk for future suicidal behavior.

Conclusions: The present study underscores the importance of suicide risk screenings that focus on the assess-
ment of active and passive suicidal ideation and suicide planning, in addition to nonsuicidal self-injury, across
pediatric medical settings.

1. Introduction Medical settings offer a unique opportunity to broadly screen youth for

suicide risk and refer those at heightened risk to prevention and in-

Suicide is a significant public health concern, ranking as the second
leading cause of death among children and adolescents aged 10-24
(Centers for Disease Control and Prevention, 2019). Nonfatal youth
suicide attempts are also a significant public health problem, given that
they are one of the most robust indicators of subsequent death by sui-
cide (Franklin et al., 2017; Ribeiro et al., 2016). Indeed, rates of suicide
and nonfatal suicide attempts have climbed drastically from 1999 to
2017 among youth (Hedegaard et al., 2017). Based on rising youth
suicide rates, there has been a growing national interest in im-
plementing screening for suicide in medical care settings
(Horowitz et al., 2014; The Joint Commission on Accreditation of
Healthcare Organizations; JCAHO, 2016; Williams et al., 2009).
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tervention services. In fact, the Joint Commission on Accreditation of
Healthcare Organizations recommends suicide surveillance and pre-
vention with an emphasis on screening youth seen in all ambulatory
and inpatient settings (JCAHO, 2016). However, screening efforts
continue to be hampered by prediction limitations.

A recent meta-analysis suggested that despite mounting research on
the predictors of nonfatal suicide attempts and suicide, our predictive
accuracy of these behaviors has remained only slightly above chance
levels (Franklin et al., 2017). Franklin et al. (2017) suggested that this
stagnancy in our prediction of suicide may be due, in part, to our lar-
gely ineffective traditional statistical approach to prediction, which
does not permit the testing of adequately complicated or complex
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models. Such marginal levels of prediction have not informed clinical
decision-making in a meaningful way.

Machine learning (ML) techniques may help researchers address the
limitations of traditional statistical approaches (McArdle and
Ritschard, 2014) and make progress in the face of rising suicide rates.
Indeed, these methods permit the simultaneous testing of numerous
factors and their complex interactions (McArdle and Ritschard, 2014).
They allow for non-linearity in producing predictive algorithms, as
opposed to imposing linearity on relationships. Additionally, ML tech-
niques do not rely on researchers to specify hypothesized relationships
(McArdle and Ritschard, 2014), but instead, in a blind and unbiased
fashion, test every possible relationship to identify the superior per-
forming algorithm. Such benefits particularly may be well suited for
complex psychological phenomena, such as suicidality, as their occur-
rence are likely the result of numerous factors lacking linear relation-
ships.

Investigators have begun to apply ML techniques to predict suicide,
developing models that have augmented prediction well above chance
levels (e.g., Kessler et al., 2017, 2015; Walsh et al., 2017). However, the
application of ML to predict nonfatal suicide attempts remains limited.
In a recent systematic review, it was found that limited studies have
used ML techniques to predict suicide attempts and even fewer have
focused on youth (Burke et al., 2019). For example, Bae et al. (2015)
employed decision tree analysis to create an algorithm to classify past
year history of nonfatal suicide attempts among a sample of 2754
Korean middle and high school students. Results suggested that the
decision tree predictive model evidenced 90% classification accuracy.
Findings demonstrated that depression severity was the primary pre-
dictive variable; however, unique predictors as well as interactions also
were identified. Indeed, decision tree findings suggested that adoles-
cents most likely to have attempted suicide within the past year were
females with both high depression levels and frequent delinquent be-
havior (Bae et al., 2015). This study highlights the possible opportunity
for ML to identify unique and complex relationships among predictor
variables, and ultimately, enhance predictive accuracy.

1.1. The current study

The current study aimed to use ML techniques to develop algorithms
that classify youth with recent and lifetime suicide attempt history
based on their larger behavioral health symptom profile. This study
addressed major research gaps in youth suicide prevention. Foremost,
the current study is the first to apply ML to advance the detection of
suicide risk in both pediatric primary care and emergency department
settings, two entry points where providers have a unique opportunity to
identify suicidal youth. The current study additionally aimed to assess
the generalizability of the algorithms through cross-validation within
both the emergency department and primary care samples and across
these independent samples. This research design presents a unique
opportunity to extend the science of ML research, as few to no ML
studies have used a second, independent sample to validate models (for
review, see Burke et al., 2019). It is hypothesized that our ML models
will evidence superior performance in classifying suicide attempt his-
tory in both emergency and primary care pediatric health care settings
compared to linear regression models. An exploratory aim was to
identify the most important predictors, and interactions between pre-
dictors, of recent and lifetime suicide attempts among youth presenting
to medical settings.

2. Method
2.1. Participants
Emergency department and primary care patients were eligible to

complete the Behavioral Health Screen if they were physically able (not
precluded based on illness acuity) and were between the ages of 14 and
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24 years old. Approximately 13,325 youth (mean age 17.06,
SD = 2.61) were included in this sample from pediatric primary care
settings from rural, semi-urban, and urban areas of Pennsylvania. Of the
primary care sample, 55.3% were female, 14.9% identified as Hispanic,
71.1% as White, 9.2% as Black/African American, 0.6% as American
Indian/Alaskan Native, 3.0% as Asian, 0.8% as Native Hawaiian/Other
Pacific Islander, 8.4% as more than one race, and 6.4% as “not sure”.
An additional 12,001 youth (mean age = 15.79, SD = 1.40) patients at
the Children's Hospital of Philadelphia's emergency department were
included in this analysis. Of the emergency department sample, 65.1%
were female, 9.4% identified as Hispanic, 31.5% as White, 51.6% as
Black/African American, 0.7% as American Indian/Alaskan Native,
2.5% as Asian, 0.5% as Native Hawaiian/Other Pacific Islander, and
10.4% as more than one race.

2.2. Procedures

Patients completed the Behavioral Health Screen (BHS;
Diamond et al., 2010) electronically on laptops or tablets in the waiting
or exam rooms prior to meeting with their medical provider. Patients
were provided instructions stating that all information that they pro-
vided on the BHS would be confidential unless they reported harm to
self or others. All patients give consent at the beginning of the screen to
allow their clinic and partners (i.e., Drexel University) to use their de-
identified data for research purposes. This method has been approved
by the Drexel University IRB. The BHS software automatically scores
the questionnaire and generates a clinical report that can download into
the electronic medical record. With patient consent, referral sources can
be given access to the report on an encrypted web site. The primary care
version takes about 12 min to complete, whereas the emergency de-
partment version (fewer items; see Measures) takes about 7 min to
complete. The medical staff uses the report to guide assessment and
triage to mental health service, if indicated. None of the sites screened
all patients. The regularity of BHS implementation evolved over time as
providers valued the tool more. As a result, the current samples cannot
be used as epidemiological measures of prevalence.

2.3. Measures

The Behavioral Health Screen (BHS; Diamond et al., 2010) is a well-
validated electronic behavioral health risk screening tool. It assesses all
the domains recommended as best practice by the American Academy
of Pediatrics for a pediatric well visit (e.g., risk factors and psychiatric
syndromes) (American Academy of Pediatrics Committee, 2014). Using
61 main items and 46 follow up items, the BHS covers 14 domains:
demographics, medical, school, family, safety, substance use, sexual
risk, nutrition and eating, anxiety, depression, suicide and self-harm,
psychosis, trauma, bullying, and gun access. The tool has been modified
and used in different service environments (e.g., schools, emergency
department, crisis services, and residential treatment) and translated
into several languages. The emergency department version only con-
tains items that emergency room doctors would be compelled to ad-
dress urgently, and not general psychosocial factors (e.g. school atten-
dance) (see Fein et al., 2010). Implementation feasibility has been
evaluated in primary care and emergency departments and is accep-
table to medical providers, parents, and adolescents (Fein et al., 2010;
Pailler et al., 2009). The BHS is psychometrically robust for adolescents
(Bevans et al., 2012; Diamond et al., 2010; Fein et al., 2010;
Pailler et al., 2009).

The BHS is deployed through a health science-based web technology
platform developed by Medical Decision Logic, a health informatics
software company in Baltimore (www.mdlogix.com). Therefore, the
data can be aggregated for quality improvement and research reports.
The tool has been operational for over 10 years in 14 states, with an
aggregate database of over 100,000 patients. Data for this study were
collected between 2008 and 2012. In order to compare the primary care
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Table 1
Model indicators.

Model indicators

Age at screen
Gender

Hispanic

Race

Gun in home

Gun access

Lifetime tobacco use

Past 30 days tobacco frequency

Average cigarettes per day
Lifetime alcohol use

Past 30 days alcohol frequency

Lifetime marijuana use

Past 30 days marijuana frequency

Lifetime any other substance presence
Drugs/alcohol: interference in responsibilities
Drugs/alcohol: while driving car or bike
Drugs/alcohol: approached by police
Drugs/alcohol: interference in relationships

Past year depression
Past 2 weeks depression
Past year anhedonia

Past 2 weeks depression sx:
Past 2 weeks depression sx:
Past 2 weeks depression sx:
Past 2 weeks depression sx:
Past 2 weeks depression sx:
Past 2 weeks depression sx:
Past 2 weeks depression sx:
Past 2 weeks depression sx:

anhedonia

eating

sleeping

irritable

fatigue

difficulty making decisions
lonely

worthless

Past 2 weeks depression interference

Past year physical fight

Past year physical or sexual hurt by romantic partner

Lifetime sexual abuse

Past year sexual abuse

Lifetime physical or sexual abuse from someone in home

Past year physical or sexual abuse from someone in home

Past 2 weeks PTSD sx: nightmares or unwanted thoughts

Past 2 weeks PTSD sx: avoidance of thoughts

Past 2 weeks PTSD sx: on guard or easily startled

Past 2 weeks PTSD sx: numb or detached

During free time at school, how often do you spend time with friends or are you
mostly alone?

How often do you feel kids tease you, make fun of you, or ignore you?

How often do kids physically hurt you or threaten to hurt you?

How often are you cyber bullied?

Current mental health treatment presence

Lifetime NSSI

Recent NSSI

Lifetime passive SI

Recent passive SI

Lifetime active SI

Recent active SI

Lifetime suicide plan

Recent suicide plan

and emergency department data sets, we only use overlapping items
from both versions. Thus, a total of 53 BHS items covering the risk
factor domains were used as indicators for the ML predictive models.
For a full list of indicators, please see Table 1. The outcome variables
were recent nonfatal suicide attempts (“In the past week, including today,
have you tried to kill yourself”) and lifetime nonfatal suicide attempts
(“Have you ever tried to kill yourself”) (Diamond et al., 2010).

2.4. Analytic plan

The current study employed two ML techniques (decision trees and
random forests) in addition to an extension of linear regression, ridge
regression. These three methods capture relationships that span from
linear (ridge regression) to nonlinear with the inclusion of interactions
(decision trees and random forests).
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Ridge regression. Ridge regression is an extension of linear regres-
sion that includes a penalty for the size of coefficients (Hoerl and
Kennard, 1970). In contrast to lasso regression (Tibshirani, 1996),
which performs variable selection through penalization, ridge regres-
sion does not shrink the coefficients all the way to zero, with the aim of
producing more generalizable estimates and reducing collinearity
among the predictors. We did not include lasso regression as the large
sample sizes make it unlikely to actually perform variable selection
with this method. The ridge coefficients can be interpreted as stan-
dardized (albeit shrunken) coefficients. To run the models, we used the
caret package (Kuhn, 2008) as a wrapper to use repeated cross-vali-
dation (10 repeats) and output the performance metrics, whereas the
glmnet package (Friedman et al., 2010) ran the ridge regression models.
We used 100 penalty values, ranging from 0.001 to 0.32, with checking
the best fitting penalties to make sure they were not at the extremes of
this range. To make the results more comparable to those from random
forests (detailed below), we report a variable importance metric, cal-
culated based on the magnitude of the absolute standardized coeffi-
cients' (according to the model with the best fitting ridge penalty). The
large size of the datasets precluded the use of more informative variable
importance metrics for ridge regression (Gromping, 2006).

Decision trees. Decision trees were developed to explore the dy-
namics between predictors and an outcome variable in large datasets,
without imposing an explanatory structure between predictors and
outcomes. A generalization of earlier tree-based methods (Morgan and
Sonquist, 1963), classification and regression trees (CART; Breiman et al.,
1984) is an inductive, sequential partitioning model that allows re-
searchers to identify non-linearities, non-additive relationships, and to
automatically identify interactions of many factors in the prediction of
an outcome. Each model included all 53 indicators as possible splits for
selection in the analyses.

Random forests. Random forests (Breiman, 2001) were employed as
a complementary ML approach utilizing the same 53 indicators.
Random forests was developed to overcome the disadvantages of single
decision tree algorithms, such as variable selection bias, parameter
instability, and over-fitting. Random forests generates a large number
(e.g., 100, 1000) of decision trees by using a bootstrap (or subset) of the
sample and a subset of the predictors to create each individual tree.
After trees are generated, predictions are aggregated (by majority, for
categorical outcomes) across each created tree. Variable importance
estimates are calculated based on the total decrease in node impurities
(measured by the Gini index; e.g., how much each variable decreases
misfit) from splitting on the variable, averaged across all trees. These
quantify the marginal effect of each variable (Gromping, 2009), while
other methods exist that include the conditional effects as well
(Strobl et al., 2008). The caret package as well as the randomForest
package (Wiener, 2003) were used to run the random forests models
and to enable testing of model fit on 20 bootstrap samples. Although
random forests is advantageous with respect to performance in com-
parison to decision trees, it is much less interpretable than a single
decision tree generated from CART or than interpreting a single coef-
ficient from ridge regression. Thus, including two ML methods and a
linear regression method allowed us to benefit from the advantages of
each of these approaches as well as to compare outcomes across ap-
proaches. In using this model comparison approach, decision trees is
used mostly for inferential purposes, and we would expect random
forests to outperform ridge regression if there are interactions or other
nonlinear relationships in the data.

Data management. Given the missingness in the data, and the re-
quirement of complete cases for some ML software packages, we used
multiple imputation to create multiple complete datasets. We used the

! There are limitations to this approach (Gromping, 2006). However, other
importance metrics were too computationally demanding to be run given the
size of our data.
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mice package (Buuren and Groothuis-Oudshoorn, 2011) to facilitate
filling in the missingness using decision trees, as this method better
preserves any nonlinearities in the data, if they exist (Carrig et al.,
2015). Additionally, as there are no guidelines for how many imputa-
tions to create when using ML methods, we created 200 imputed da-
tasets.

Before carrying out each of the statistical methods (and after im-
puting), the samples were split into training data (75%) and testing data
(25%). The testing data were saved to determine model performance
using predictions from the best fitting model derived from the training
data. Testing was carried out in three steps: 1) Training was carried out
on the emergency department (ED) training data and tested on the ED
testing data, 2) Training was carried out on the primary care (PC)
training data and tested on the PC testing data, 3) The model trained on
the PC training data was tested on the ED testing data. This resulted in
three sets of model performance metrics (i.e., ED-ED, PC-PC, and
PC-ED). However, variable importance is reported only from the two
training samples (i.e., ED-ED and PC-PC).

To select among the hyperparameters for each of the methods, we
used the F1 score? (the harmonic mean of precision and recall) as
evaluated with repeated cross-validation or bootstrap sampling. After
selecting final models to be tested on the test sample, we used the area
under the precision recall curve (AUPRC; Davis and Goadrich, 2006) for
comparison across algorithms. In comparison to the area under the
receiver operating characteristic curve (AUC), the AUPRC is a more
sensitive and realistic assessment when classes are imbalanced
(Davis and Goadrich, 2006; Saito and Rehmsmeier, 2015). AUPRC does
not take into account True Negatives, instead focusing on the classifi-
cation of Positives (those with lifetime or recent suicide attempts). With
the AUC, a value of 0.50 denotes chance level prediction. However,
with the AUPRC, chance depends on the distribution of the outcome,
with minimum values ranging from 0 to 0.10 depending on how im-
balanced the outcome is. We report the AUPRC as calculated on the test
sample, as well as accuracy, sensitivity, specificity, F1 score, precision,
recall, and AUC.” Note that accuracy and specificity will be high, purely
as a result of the class imbalance. As one strategy to overcome the class
imbalance, we tested using a synthetic minority over-sampling tech-
nique (SMOTE; Chawla et al., 2002), paired with random forests.
However, this did not improve model performance; therefore, we do
not report these results.

3. Results

Among the ED sample, 9.3% of youth (n = 1113) reported a lifetime
suicide attempt and 1.7% (n 209) reported a recent (past week)
suicide attempt. Among the PC sample, 4.6% of youth (n = 608) re-
ported a lifetime suicide attempt and 0.3% (n = 39) reported a recent
(past week) suicide attempt.

The model performance metrics are displayed in Tables 2 and 3.
Note that we do not display results from the decision trees (i.e., CART).
The tree models produced overly simplistic models (only two splits in
most of the analyses) and evidenced performance far below those of

2We had originally planned on using the AUPRC to select among hy-
perparameters. However, this produced weird performance and tended to select
suboptimal models with respect to precision and recall.

3 For each of these metrics, estimated probabilities of class membership must
be converted into class labels, based on a cutoff value. Although 0.5 is tradi-
tionally used, this would be inappropriate given the low endorsement of life-
time and recent suicidal ideation. We calculated the optimal cutoff on the test
sample using the ROCR package (Sing, Sander, Beerenwinkel, & Lengauer,
2005) and the cutoff that corresponded to the highest F1 score. If our goal was
the creation of a model to be used in an external setting for the purposes of
screening, it would be more appropriate to calculate the optimal cutoff on the
training sample, and then use this cutoff to calculate model performance on a
test sample.
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ridge regression or random forests. In comparing Tables 2 and 3, the
performance across methods was very similar. This can be interpreted
that the majority of effects were linear, as the existence of interaction
and nonlinear effects would result in higher performance for random
forests. As such, the evaluation of variable importance (below) mostly
will focus on the main effects in the model.

Given the class imbalance, which skews the interpretation of both
accuracy and AUC (towards thinking our models did better), we devote
most of our performance interpretation to AUPRC. Although our
AUPRC values were not close to one, denoting less than optimal per-
formance, in the case of classifying lifetime suicide attempts, training a
model on PC youth did not result in much performance loss when
evaluated on ED youth. This was not true for the classification of recent
suicide attempts, with AUPRC values close to 0.1, which is lower than
as trained and evaluated within the same patient population. The lower
AUPRC values speak more to the ability of the algorithms to classify
those with a suicide attempt history as having high estimated prob-
abilities. More simply, few respondents were classified as having a high
probability of having a lifetime or recent suicide attempt (estimated
probabilities > 0.8). For example, in using the ED data to classify
lifetime suicide attempts, the 75th percentile for estimated prob-
abilities, as assessed on the ED test set, was 0.03. Of those cases that did
receive high estimated probabilities, most had a lifetime history of
suicide attempt. Fig. 1 displays the relationship between binned esti-
mated probabilities from ridge regression and the actual proportion of
ED youth with a lifetime suicide attempt history. Additionally, as de-
noted by the AUPRC, those with a history of lifetime or recent attempts
tended to be assigned higher probabilities of suicide attempt per the
models, as opposed to those without a history. This can be seen in the
density plots from the ED trained-ED test evaluation in Supplementary
Figure 1.

3.1. Variable importance

The variable importance metrics are displayed in Tables 4 and 5 for
random forests and ridge regression, respectively. Of the 53 predictors,
these tables were set to include those with non-negligible effects, which
was quantified differently across methods due to differences in calcu-
lating importance. Specifically, only variables that had importance
scores above 10 were presented for random forests (Table 4) and only
variables that had importance scores above 5 were presented for ridge
regression (Table 5). Generally, across methods, a history of active and
passive suicidal ideation, suicide planning, and nonsuicidal self-injury
emerged as important in classifying suicide attempt history. Given that
the performance was similar across ridge and random forests, it is worth
devoting more time to interpreting the results from ridge, as this was
the least complex model. For the ridge results, we observed a large
degree of variability in some importance values across imputations
(SD), and across outcomes.

4. Discussion

The current study utilized ML techniques to classify recent (past
week) and lifetime suicide attempt history among youth presenting to
the emergency department and to primary care clinics. In considering
results across methods, our hypothesis that ML models would augment
classification beyond traditional linear regression methods was not
supported. Models fit similarly, regardless of utilizing an extension of
linear regression (i.e., ridge regression) or ML (i.e., random forests)
methods; further, CART produced less accurate models than both ridge
regression and random forests. The resultant CART trees only contained
a limited number of splits (1-4), which resulted in only small increases
in performance above and beyond chance. It is likely that ML methods
did not increase overall predictive validity above chance and traditional
linear regression methods because of the predominance of linear re-
lationships between our predictors and suicide attempt outcomes, in
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Table 2
Random forests model performance across the three sets of evaluations.
Lifetime
AUPRC Accuracy Sensitivity Specificity Precision Recall F1 AUC
ED 0.602 0.921 0.699 0.944 0.569 0.699 0.624 0.944
PC 0.602 0.962 0.700 0.974 0.553 0.700 0.618 0.973
PC-> ED 0.604 0.963 0.697 0.975 0.557 0.697 0.618 0.937
Recent
AUPRC Accuracy Sensitivity Specificity Precision Recall F1 AUC
ED 0.501 0.980 0.642 0.987 0.506 0.642 0.565 0.975
PC 0.563 0.996 0.520 0.999 0.693 0.520 0.582 0.969
PC-> ED 0.403 0.994 0.746 0.995 0.433 0.746 0.543 0.955
Table 3
Ridge regression performance across the three sets of evaluations.
Lifetime
AUPRC Accuracy Sensitivity Specificity Precision Recall F1 AUC
ED 0.626 0.914 0.716 0.934 0.533 0.716 0.610 0.944
PC 0.585 0.963 0.764 0.972 0.559 0.764 0.645 0.968
PC -> ED 0.602 0.954 0.822 0.960 0.489 0.822 0.610 0.946
Recent
AUPRC Accuracy Sensitivity Specificity Precision Recall F1 AUC
ED 0.507 0.980 0.665 0.987 0.511 0.665 0.575 0.984
PC 0.595 0.997 0.530 0.999 0.720 0.530 0.606 0.991
PC -> ED 0.494 0.994 0.706 0.996 0.460 0.706 0.555 0.975
=5 ° Table 4
§ . Random forests variable importance.
4 4
o 0 ° °° ED PC
2 n ° ° o ° Variable Recent Lifetime Recent Lifetime
5 ° M SD M Sb M SD M SD
o
5 b o 000 Age 156 1.7 148 03 543 39 158 03
g o Race 129 2.0 11.3 03 221 29 124 0.3
g N ° o Tobacco frequency - Past 30 124 23 52 02
a days
8 -1 ; ; ' . ; Average cigarettes per day 195 43 64 06
Alcohol frequency — Past 30 478 6.6 6.7 0.2
0.2 04 0.6 0.8 1.0 da
yS
Estimated Probability Mari(_;uana frequency — Past 30 11.0 35 35 02
ays
Fig. 1. Averaged proportions (across imputations) of positive cases (lifetime) Drugs/alcohol interference in 132 24 05 0.1
were binned (20 bins) in the ED-ED test set evaluation with ridge regression responsibilities
Note. In accordance with performance metrics that denote that performance A‘{hedf’f“ia - Past 2 wks 111 14 54 02
was better than chance, as the model's estimated probabilities increase, so do Irritability - Past 2 wks 1.4 27 51 02
the proportions of positive cases. Sexual abuse - Past Yr 159 38 02 0.1
Physical/sexual abuse someone 149 23 11 0.1
in home - Life
addition to the lack of interactions between predictors. Generally, we Physical/sexual abuse someone 115 26 0 01
found better prediction accuracy in classifying lifetime suicide attempt in home ~ Past Yr
oun p Y g P Nightmares or unwanted 103 14 15 0.1
history as opposed to recent suicide attempt history. Across models, and thoughts — Past 2 wks
across both emergency department and primary care settings, several Eating — Past 2 wks 103 11 83 02
important variables in differentiating those with and without suicide Friend connectedness at school  10.9 1.6 86 0.2
attempt history were identified. We found that a history of active and Bullied (tezsed/ made fun of/ 189 61 58 03
passive suicidal ideation, suicide planning, and nonsuicidal self-injury Bullileg:il(z;ly)sically hurt or 11.9 47 18 02
emerged as important indicators associated with suicide attempt history threatened)
among youth, Cyberbullied 236 69 3.1 0.3
Across both ridge regression and random forests, model perfor- NSSI - Life 29 03 17 08 40 10 215 09
mance was similar. Similar performance across these methods suggests NSSI - Rec 105 25 20 01 131 40 07 01
N A A N Passive SI - Life 1.1 0.1 158 1.1 03 03 28.0 1.3
that the relationships between the included predictors and recent/ Passive SI — Rec 01 01 516 23 144 71 20 02
lifetime suicide attempt history consist of primarily linear effects Active SI - Life 21.1 125 38 02 06 0.6 100 0
Active SI — Rec 3.7 21 100 O 100 O 03 0.1

(Hong et al., 2020, in prep). That is, it appears that the variables’ main
effects (i.e., recent, active suicidal ideation; past, active suicidal idea-
tion) may be prominent drivers in the predictive ability, as opposed to
their interaction (i.e., younger age and recent, active suicidal ideation).
Although there are limitations to this conclusion, we base this on the
inability of ridge regression to model interactions or nonlinear effects
(if not manually entered). The presence of largely linear relationships is
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Note: Subset to just those variables with at least one importance value greater
than 10 in any mean column. SD refers to the standard deviation of the im-
portance values across imputed datasets.

surprising given the inherently complex nature of suicidal behavior.
Indeed, previous research has demonstrated the importance of
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Table 5
Ridge regression variable importance.
ED PC
Variable Recent Lifetime Recent Lifetime
M SD M SO M SD M SD
Gender (Transgender-Female 8.1 3.5 225 4.1
to Male)
Gender (Transgender-Male to 56.7 6.6 30.8 7.1
Female)
Race (American Indian/ 8.8 3.1 40.0 46 7.0 1.6 488 1.5
Alaskan Native)
Race (Native Hawaiian/Other 8.4 106 354 8.0 23 3.8 386 27
Pacific Islander)
Other substance use — Life 135 1.4 264 05
Drugs/alcohol while driving 302 1.3 120 1.0
car or bike
Sexual abuse - Life 41 17 288 1.0
Sexual abuse — Past Yr 249 23 128 1.9
Physical/aexual abuse 223 0.7 266 0.8
someone in home - Life
Physical/aexual abuse 395 22 375 58
someone in home — Past Yr
Bullied (physically hurt or 195 1.2 340 09
threatened) — Often
Cyberbullied - Often 221 22 17.7 1.2
Psych tx — Current 25 1.0 226 21
NSSI - Life 6.9 0.7 48,5 05 5.6 0.5 585 0.8
NSSI - Rec 349 13 8.3 08 358 30 7.1 2.2
Passive SI — Life 7.5 0.4 456 04 3.8 0.2 343 05
Passive SI — Rec 26.5 0.8 5.6 0.6
Active SI - Life 30.8 1.1 100 O 6.3 1.8 723 0.8
Active SI — Rec 87.6 21 3.9 0.7 351 36 151 1.8
Suicide Plan - Life 1.2 0.8 931 06 79 1.7 100 O
Suicide Plan — Rec 100 0.2 8.9 1.1 100 O 146 24

Note: Subset to just those variables with at least one importance value greater
than 20 in any mean column. Polytomous variables were dummy coded prior to
analysis. These variables are denoted with the category coded as one, with all
other categories serving as a comparison. Dichotomous variables are coded 1
for Yes. SD refers to the standard deviation of the importance values across
imputed datasets.

interactive effects in predicting suicide (Ilgen et al., 2009) and suicide
attempt (Bae et al., 2015) history. However, it is possible this dis-
crepancy may be related to the nature of included predictors. For ex-
ample, Ilgen et al. (2009) found an interaction between race, substance
use disorder diagnosis, and past year psychiatric hospitalization. These
predictors differ from predictors in the present study, which focus more
predominately on current distress. As such, it may be possible that ML
techniques are most advantageous when the aim is to examine the in-
teraction of distal and proximal risk factors. The present study also
differs from previous research, particularly the study conducted by Bae
and colleagues utilizing ML among a youth sample (2015), in that the
current algorithms were trained using individual items from the Be-
havioral Health Screen, in contrast to scale summed scores. Further
still, it is possible that nonlinear relationships might be more likely to
be found when including psychological constructs previously found to
be important in classifying suicide risk (e.g., hopelessness, distress
tolerance, emotion regulation, perceived burdensomeness) and sup-
ported by numerous theories of suicide (e.g., Joiner, 2005). Ad-
ditionally, the present sample was selected from medical care settings,
which may be intrinsically different than a nationally representative
sample of youth. Study-specific conjectures aside, it also may be pos-
sible that machine learning simply does not offer advantages con-
sistently, even when predicting complex conditions. Indeed, the current
findings are in line with those from a recent systematic review that
concluded that the use of machine learning did not demonstrate su-
perior prediction accuracy as compared to logistic regression when
considering the prediction of a range of comparably complex clinical
conditions (e.g., diabetes) (Christodoulou et al., 2019).

As an exploratory aim, the current study also considered the most
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important predictors in classifying recent versus lifetime suicide at-
tempt history. We largely highlight predictors that demonstrated high
importance values across both ridge regression and random forest re-
sults to ensure increased confidence in, and generalizability of, our
findings. Consistent across models, and largely across samples (emer-
gency department and primary care), was the identification of suicidal
ideation and suicidal planning as important predictors. These findings
are highly consistent with research demonstrating prior suicidal
thoughts and planning as moderate to strong predictors of future sui-
cide behavior (Ribeiro et al., 2016). The current study also highlights a
differing importance in the presence of active (e.g., a desire to kill
oneself) versus passive suicidal ideation (e.g., feeling like life is not
worth living, a desire to no longer be alive). Across models, both recent
and lifetime active suicidal ideation demonstrated greater importance
in classifying suicide attempt history as compared to passive suicidal
ideation. Although some previous research has supported the role of
passive ideation, defined as a general desire for death as opposed to
actively thinking about taking one's own life, in the prediction of sui-
cide attempts (e.g., Baca-Garcia et al., 2011), current findings under-
score the potential greater importance of assessing for active ideation
specifically. As such, the present study emphasizes the importance of
recent calls for increased screening of suicidal ideation (JCAHO, 2016),
which may be of most benefit when including both active and passive
ideation, among adolescents across healthcare settings.

Beyond the presence of suicidal ideation and suicidal planning,
nonsuicidal self-injury also was an important predictor in classifying
suicide attempt history across models. Consistent with prior theoretical
(Hamza et al., 2012) and empirical work (Franklin et al., 2017;
Ribeiro et al., 2016), the current study supports the link between
nonsuicidal self-injury engagement and suicidal behavior, even as it
occurs across the lifetime. Indeed, there is an increased need for clin-
icians and medical providers to screen for the presence of nonsuicidal
self-injury particularly among youth, as the peak age of onset for the
behavior is 13-14 years old (Ammerman et al., 2018).

Ridge regression and random forest models also indicated the re-
levance of other factors in the classification of suicide attempt history.
Although these findings should be interpreted with caution until further
replicated, a variety of adverse interpersonal experiences, including
abuse at home (physical, sexual) and bullying/cyber bullying from
peers, were demonstrated as important in some of the current models,
associations that have been supported in prior research (Dube et al.,
2001; Klomek et al., 2010). Further, substance use (alcohol, drug use)
and associated risky behavior (i.e., behaviors engaged in under the
influence) were highlighted as important across several of the models in
identifying those with a history of suicide attempt. Substance use pre-
viously has been found to be a strong correlate and predictor of suicidal
behavior (Darvishi et al., 2015; Mars et al., 2019). Findings also in-
dicated that age and belonging to an underrepresented group may be
important in classifying recent and lifetime suicide attempt history.
This is consistent with literature demonstrating elevated suicide risk
among transgendered individuals (e.g., Kuper et al., 2018) and in-
dividuals identifying with minority racial groups, American Indian,
Alaskan Natives, and Pacific Islanders (e.g., Strayer et al., 2014;
Wong et al., 2012). As such, these findings provide support to consider
screening for and incorporating specific demographic and interpersonal
factors in the assessment and quantification of suicide risk. Broad band
screening tools such as the one used in this study (Diamond et al.,
2010), query about these psychosocial risk factors to help providers
assess level of risk.

Surprisingly, the developed algorithms evidenced better classifica-
tion accuracy for the classification of lifetime suicide attempts as op-
posed to recent suicide attempts. Although meta-analyses of long-
itudinal studies predicting suicide attempts have demonstrated
inconsistent to negligible effects of timeframe in prediction
(Franklin et al., 2017; Ribeiro et al., 2016), a recent study in a medical
setting highlighted increased predictive accuracy for more recent
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suicidal behaviors (Walsh et al., 2017). It is possible our finding is due
to a decreased target sample size of individuals with a recent suicide
attempt as opposed to a lifetime history of attempt. However, we fo-
cused on model performance metrics designed to help correct biases
due to class imbalance. Nevertheless, future research conducted in a
sample with a lower class imbalance is needed to ascertain whether the
relatively low proportion of patients endorsing a recent suicide attempt
in our ED and PC samples could be driving results.

We examined the performance of our models across an independent
dataset, which is an important, although often overlooked, aspect of
evaluating ML techniques (Efron, 2014). Indeed, one of the main con-
cerns when generating algorithms is that overfitting will occur that will
threaten generalizability, even if good performance is found on a
holdout testing sample. Thus, a stringent test of overfitting is conducted
by testing model fit on an (entirely) independent sample. We found that
the emergency department model performed just as well on the primary
care test sample as it did on the emergency department test sample
when classifying lifetime suicide attempt history, suggesting that our
model did not overfit the data. However, we found significantly worse
performance of the emergency department model on the primary care
test sample when classifying recent suicide attempts, suggesting model
overfitting or that different factors are related to the outcome across
both samples. It is possible that the setting itself may have contributed
to these findings, where the emergency department may “pull for”
positive answers on the screener (i.e., admissions of higher distress)
than the primary care setting simply due to the more acute nature of
emergency departments. On the other hand, this difference may have
occurred due to the comparatively (and absolutely) low number of
positive cases of recent suicide attempts in primary care as compared to
the emergency department numbers. The number of positive cases can
be depicted as the effective sample size (Vergouwe et al., 2005) and is
related to the power of an algorithm to differentiate between classes.
Simply put, the emergency department setting had higher power to
differentiate between attempters and non-attempters. Given that recent
suicide attempt history was measured over the previous one week, this
outcome was rare in both the emergency department and primary care
datasets. Thus, it is plausible that this same reasoning may explain the
consistent finding that lifetime suicide attempt models were superior to
recent suicide attempt models.

4.1. Limitations

Limitations of this study must be considered. First, the cross-sec-
tional nature of the current study prevents us from determining the
extent to which the important predictors identified confer risk for fu-
ture suicidal behavior; thus, the findings must be replicated in a long-
itudinal design prior to informing screening. Utilizing the BHS was
valuable in allowing us to capture a wide range of behavioral health
indicators. It is surprising however that the rich clinical data from the
BHS did not permit greater performance in classifying suicide attempt
history. The BHS assesses many of the variables that have historically
been found to be associated with high risk for suicidal behavior (e.g.,
substance use, depression, abuse), and previous studies employing the
BHS have found that the assessed symptoms do differentiate high and
low suicide risk profiles (Diamond et al., 2017; Herres et al., 2018).
Nonetheless, given that the performance metrics of the current models
were not optimal, there is much left to be explained in our outcomes of
lifetime and recent suicide attempts. Future research may find that the
BHS is most useful for informing suicide risk classification if used in
conjunction with electronic medical record (EMR) data, which has been
shown to be promising in the prediction of suicidal behavior when used
with ML approaches (e.g., Walsh et al., 2017). To date, over 100,000
patients in 14 United States have been screened with the BHS, and thus,
if paired with EMR data, may allow for a rich, diverse dataset for ap-
plying and benefiting from the advantages of ML to augment the pro-
spective prediction of youth suicide risk. An additional limitation is that
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the current data were collected via self-report only. As with all methods
of self-report sensitive data collection, it is possible that youth hesita-
tion to disclose personal information, particularly related to abuse and
drug use (e.g., Delaney-Black et al., 2010; Paine and Hansen, 2002),
may have impacted our findings. Despite this potential limitation, it is
important to acknowledge that prior research has indicated that pa-
tients may prefer providing sensitive information via self-report as
compared to face-to-face interviews with clinicians (Kurth et al., 2004).
Nevertheless, future research should consider whether attaining col-
lateral report (e.g., caregiver-report) might enhance risk detection. A
final limitation worth noting is that the importance of any given vari-
able in the classification of suicide attempts must be interpreted within
the context of the model. That is, the model results are dependent on all
variables in the model; consequently, removing a variable of high im-
portance may impact the importance of all subsequent variables. For
example, it is possible that inclusion of strong correlates of suicide at-
tempts, such as suicidal ideation, caused other BHS psychosocial risk
variables to not emerge as important. Future research employing this
dataset might consider examining suicide attempt classification without
including suicide-related variables (e.g., suicidal ideation, suicide
planning) to explore this possibility.

Despite these limitations, the current study had a number of sig-
nificant strengths. It benefitted from the inclusion of two distinct
medical setting samples of diverse community youth, which allowed us
to examine the within and cross-sample validity of our models. The
sample sizes were large, a significant advantage when studying rela-
tively rare outcomes. Further, we employed ML methods to determine
whether these approaches would enhance classification of history of
nonfatal suicide attempts; these methods rarely have been employed in
youth samples (Burke et al., 2019). Also, we increased the power of our
study by imputing missing data as opposed to performing listwise de-
letion. As most ML methods cannot incorporate missing data, we im-
puted 200 datasets, using two different imputation algorithms, and then
averaged the results. The large number of imputations should eliminate
any possibility of systematic bias in our results.

The present study underscores the importance of suicide risk
screenings that focus on the assessment of active and passive suicidal
ideation and suicide planning, in addition to nonsuicidal self-injury,
across pediatric medical settings. Given the importance of these vari-
ables in classifying suicide attempt history, assessing their lifetime and
recent history may help medical staff in early detection of patients at
risk for suicide in these clinical settings. Medical staff may then con-
sider utilizing the additional BHS psychosocial risk variables in order to
make appropriate disposition decisions.
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